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The Global Morphology of Wave
Poynting Flux: Powering the Aurora
A. Keiling,1*† J. R. Wygant,1 C. A. Cattell,1 F. S. Mozer,2

C. T. Russell3

Large-scale, electric currents flowing along magnetic field lines into the polar
regions of Earth are thought to be the main contributors of the energy that
powers the ionospheric aurora. However, we have found evidence for global
contributions from electromagnetic waves (Alfvén waves). Data that were
collected from the Polar spacecraft over the course of 1 year show that the flow
of wave electromagnetic energy at altitudes of 25,000 to 38,000 kilometers
delineates the statistical auroral oval. The Poynting flux of individual events
distributed along the auroral oval was larger than 5 ergs per square centimeter
per second, which is sufficient to power auroral acceleration processes. This
evidence suggests that in addition to magnetic field-aligned currents, the
dayside and nightside aurora is globally powered by the energy flow of these
high-altitude Alfvén waves.

Earth’s aurora occurs statistically and often si-
multaneously in an oval-shaped belt (Fig. 1A)
around the magnetic poles (1). Magnetic field

lines connect this auroral oval to the magneto-
sphere, the region above the atmosphere that is
dominated by Earth’s magnetic field and filled

Fig. 5. (A) Intersection angle
and (B) polygon area (nor-
malized by the mean polygon
area) probability distribu-
tions from sorted polygons in
Alaska and predictions from
the model using parameters
as in Fig. 4, except with sim-
ulation size of 30 � 30 m.
Dashed line, west pond; dash-
dot line, east pond; solid line,
model. Error bars represent
SD of 10 independent model
runs. Model is consistent
with measurements within
their level of variability.
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with plasma. The dayside and nightside auroras
are associated with different magnetospheric
phenomena (2). The nightside aurora is the
result of the sudden release (over the time pe-
riod of tens of minutes to hours) of large
amounts of energy, which is periodically ex-
tracted from the solar wind and stored in the
magnetic field of the magnetotail (3). Through
an unknown sequence of energy transfer pro-
cesses, a large fraction of this energy is trans-
ported to the auroral acceleration region (locat-
ed at an altitude of 5000 to 15,000 km above the
polar regions) (4), where electron energization
processes occur to create the intense electron
beams that cause the aurora. In contrast, the
dayside aurora is connected to the cusp region
and is driven by uncertain mechanisms. In ei-
ther case, it is expected that the aurora is pow-
ered by energy flow along the magnetic field
lines. However, the altitude away from the ion-
osphere at which the energy flow becomes
dominantly field-aligned has not been deter-
mined. In addition, the form of energy that
dominates is not known, considering that it
could be either kinetic particle energy or elec-
tromagnetic energy carried by quasi-static field-
aligned currents (FACs) [for a tutorial on FACs
in space, see (5)] or Alfvén waves (6). To
understand the auroral phenomenon, we need to
identify all contributing energy carriers. Here,
we determined the global morphology of the
Poynting flux due to electromagnetic waves,
which are also called Alfvén waves (6), on
auroral field lines at altitudes of 25,000 to
38,000 km above ground by using electric and
magnetic field data (7, 8) that were collected for
one year by the Polar spacecraft (9).

In addition to in situ measurements, the
Ultraviolet Imager (UVI) (10) onboard Polar
takes images of ionospheric auroral emis-
sions. These images show the global mor-
phology of auroras in the UV spectrum, but
they can also be used to estimate energy
depositions through electron beams into the
ionosphere causing the auroral emissions. The
average global distribution of auroral luminos-
ity in the Northern Hemisphere derived from a
large set of images taken over a period of 4
months coincides with the statistical location
of the auroral oval with three distinct emis-
sion intensifications centered at 22:30,
15:00, and 09:00 local time (Fig. 1B) (11).

During the period from 1 January 1997 to
31 December 1997, the Polar spacecraft com-
pleted about 470 orbits. The wave Poynting

fluxes (S � �E � �B/�0) were calculated for
the entire database from the electric (�E) and
magnetic (�B) wave perturbation fields in the
period range from 6 to 180 s (12). This period
range was chosen based on the results of
previous Polar studies (13, 14) that showed
the existence of large Alfvén waves in this
range in the plasma sheet during auroral and
substorm activity. This filtering removes any
Poynting flux caused by large-scale FACs
(Fig. 2). It also excludes any wave activity
below 5.5 mHz, as previously reported (15).
To obtain the component of the wave Poynt-
ing flux that flows along the background
magnetic field, the wave Poynting flux, S,
was projected onto the background magnetic
field, B (S� � S � B/�B�). To reduce the effect
of standing waves, which change their Poynt-
ing flux direction periodically (and, thus, do
not contribute to a net energy transfer), we
averaged the Poynting flux over 30-s inter-

vals. All of the Poynting flux values were
scaled along converging magnetic field lines
to ionospheric altitudes (�100 km) under the
assumption of dissipationless propagation for
the sake of comparing in situ values with
ionospheric values (16). The database was
then binned (2° � 0.75 hours per bin) accord-
ing to magnetic latitude and local time. For
each bin, two values were calculated: the
average of all positive Poynting flux values
(downward-directed Poynting flux) and the
average of all negative values (upward-
directed Poynting flux). The distribution of
the downward-directed Poynting flux (Fig.
1C) delineates the auroral oval. Two regions
of enhanced intensity occur at about 21:00 to
00:00 and at about 15:00 local time. The
general location and intensity distribution of
this high-altitude wave Poynting flux is very
similar to the global auroral luminosity (Fig.
1B). Both ovals are displaced equally far
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Fig. 1. Morphology of the aurora as seen from two cameras onboard the Polar satellite and as
inferred from in situ, high-altitude Poynting flux measurements from Polar. (A) The aurora in the
visible spectrum over the Northern Hemisphere [the image from the Visible Imaging System
camera (26)]. This image shows the instant global morphology of auroral luminosity delineating an
oval-shaped band. The dayside is to the left. Scattered sunlight during the day makes the aurora
invisible to the human eye. (B) A map of average auroral intensity in the Northern Hemisphere
recorded in the UV spectrum [Lyman-Birge-Hopfield (long)]. This map is composed of 17,372
images taken by the UVI (10) during four months of operation (1 April 1997 to 28 July 1997). This
figure is slightly modified from Liou et al. (11). The numbers around the outside circle are the local
times at the given locations. The numbers down the middle of the plot are magnetic latitudes. (C)
Average wave Poynting flux flowing toward Earth as measured at high altitude (25,000 to 38,000
km) in the Northern Hemisphere obtained from 1 year of Polar measurements and then scaled
along converging magnetic field lines to ionospheric altitudes (100 km). More intense downward
Poynting flux (brown, red, and yellow) delineates the auroral oval. Blue indicates very little or no
flux. (D) Similar to Fig. 1C but for upward Poynting flux (i.e., away from Earth). Very little return
Poynting flux exists at high altitude.
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(several degrees) antisunward from the mag-
netic north pole, and the two brightest regions
in Fig. 1B nearly coincide with the two
brightest regions in Fig. 1C. This similarity
suggests a correlation between the global en-
ergy flow at Polar’s altitude and the auroral
oval in the ionosphere. In contrast, very little
wave Poynting flux is flowing away from the
ionosphere (Fig. 1D), which implies that the
downward-directed wave Poynting flux (Fig.
1C) is not reflected back from the ionosphere
but must be dissipated below the spacecraft’s
altitude, presumably in the auroral accelera-
tion region.

The wave Poynting flux at high altitude
(Fig. 1C) can account for about 30 to 35% of
the energy flux required to cause the global
ionospheric auroral luminosity (Fig. 1B). This
value is an estimate, because the time periods
used to generate the two distributions are not
the same and auroral activity varies throughout
the year. Nevertheless, this result suggests that
the wave Poynting flux is a substantial contrib-
utor of energy flux for auroral processes. Our
data (Fig. 1, C and D) show the global mor-
phology of wave Poynting flux averaged over
many spacecraft passes, which include quiet
(no aurora) and active (aurora) times. Similarly,
the distribution derived from UV images (Fig.
1B) shows the average distribution. Therefore,
the energy fluxes shown in all three figures do
not show the instantaneous energy flux associ-
ated with an auroral display. To determine
whether the energy flux for individual events
observed by Polar is itself sufficient to power
auroral emissions, we searched for all the
events in the database that would have a Poynt-
ing flux larger than 5 ergs cm�2 s�1 when
scaled to 100-km altitude (i.e., data points were
not averaged over the bin size, as was done for
Fig. 1, C and D). We chose 5 ergs cm�2 s�1 as

the threshold because the weakest electron
beams that can produce visible auroral emis-
sions have energy fluxes of �1 ergs cm�2 s�1

at ionospheric altitudes (17). Thus, each such
event would carry a sufficient Poynting flux to
create auroral emissions. We found that all
events are located approximately along the au-
roral oval and more events cluster in the post-
noon and midnight sectors (Fig. 3), a pattern
that is similar to Fig. 1C. This result shows that
individual events distributed along the entire
auroral oval carry sufficient energy flux to pow-
er ionospheric auroral emissions. In addition,
many events had larger values (�30 ergs cm�2

s�1) of Poynting flux that can account for in-
tense auroras as well.

Large-scale FACs have been considered
the main carrier of the electromagnetic ener-
gy that powers auroral acceleration process-
es. Our observations modify the view that
FACs are the only energy carrier globally
providing electromagnetic energy to the au-
roral region. We found that Alfvén waves,
which occur globally, play an important role
in the creation of the aurora. Previous studies
have reported wave Poynting flux in associ-
ation with auroral phenomena in isolated
events in different space regions: the inner
edge of the plasma sheet (18), the cusp (19),
the central plasma sheet (20, 21), and the
plasma sheet boundary layer (13, 14). It has
also been shown for about 20 to 25 events
that the observed high-altitude wave Poynt-
ing flux was sufficient to power the magnet-
ically conjugate auroral emissions (13, 22).
Our statistical study indicates that these case
studies are not isolated occurrences. Most
important, we found that the global distribu-
tion of auroral luminosity is closely related to
the global distribution of high-altitude Alfvén
waves. This correlation shows that the iono-

sphere and the magnetosphere are electrody-
namically coupled via Alfvén waves over the
entire auroral region. Furthermore, the mag-
nitude and the flow direction of the wave
Poynting flux that is carried by the Alfvén
waves suggest that this wave Poynting flux is
a major energy contributor for auroral accel-
eration processes and, ultimately, for auroral
emissions along the entire auroral oval. The
globally occurring Alfvén waves thus provide
an important link in the chain of energy
transfer processes from the magnetosphereto
the aurora. To increase our understanding of
energy transfer processes in the magneto-
sphere, the next step is to compare the wave
Poynting flux distribution reported here with
corresponding global distributions of particle
energy flux and Poynting flux associated with
large-scale FACs at the same altitude. Such a
comparison has only been made for one
large-amplitude Poynting flux event. It was
shown (23) that the enhanced wave Poynting
flux coincided with a slightly smaller en-
hancement in the particle energy flux and that
it was one to two orders of magnitude larger
than the electromagnetic energy flux associ-
ated with local FACs.
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Ancient Tripartite Coevolution in
the Attine Ant-Microbe

Symbiosis
Cameron R. Currie,1,2,3,4* Bess Wong,3 Alison E. Stuart,1
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The symbiosis between fungus-growing ants and the fungi they cultivate for
food has been shaped by 50 million years of coevolution. Phylogenetic analyses
indicate that this long coevolutionary history includes a third symbiont lineage:
specialized microfungal parasites of the ants’ fungus gardens. At ancient levels,
the phylogenies of the three symbionts are perfectly congruent, revealing that
the ant-microbe symbiosis is the product of tripartite coevolution between the
farming ants, their cultivars, and the garden parasites. At recent phylogenetic
levels, coevolution has been punctuated by occasional host-switching by the
parasite, thus intensifying continuous coadaptation between symbionts in a
tripartite arms race.

Symbiosis shapes all levels of biological or-
ganization, from individual cells to commu-
nities and ecosystems (1–4). The attine ant-
microbe symbiosis is a paradigmatic example

of the generation of organic complexity
through symbiotic association (5–13). Fun-
gus-growing ants in the tribe Attini maintain
an obligate mutualism with the fungi they
grow for food. In return, the ants provide the
fungus with substrate for growth, a means of
dispersal to new locations, and protection
from competitors and parasites (14–16). At-
tine fungus gardens are frequently infected by
a group of potentially devastating fungal par-
asite species in the genus Escovopsis (11–
13). A fourth symbiont in the attine symbio-
sis, a filamentous bacterium (actinomycete),
is cultured by the ants on specialized body
surfaces to derive antibiotics that inhibit the
growth of Escovopsis (10, 12, 17). The ant-
cultivar-parasite-bacterium association thus
is a quadripartite symbiosis and one of the
most complex symbiotic associations discov-

ered in nature. Although the coevolution of
attine ants and their fungal cultivars has been
the subject of previous investigations (5, 6, 8,
18), nothing is known about the evolution of
the Escovopsis parasites or the attine bacterial
mutualists. Here, we reconstruct the evolu-
tionary history of Escovopsis to elucidate its
origins and coevolution with fungus-growing
ants and their domesticated fungi.

The attine ants, a monophyletic group of 13
genera that includes over 210 described species,
have apparently cultivated fungi for over 50
million years (7). This mutualism is character-
ized by ancient evolutionary congruence in
which specific groups of attine ants have spe-
cialized on specific groups of fungal cultivars.
The vast majority of basal (lower) attines exclu-
sively cultivate a group of closely related fungi
in the family Lepiotaceae (5, 8). The derived
(higher) attines, including the leaf-cutting ants,
cultivate fungi that belong to two clades of
leucocoprineous (Lepiotaceae) fungi, which are
probably derived from the fungi cultivated by
the lower attines (5). One lineage within the
lower attine genus Apterostigma has secondarily
switched to fungi in the family Tricholomata-
ceae, and ants in this Apterostigma clade thus
cultivate fungi that are distantly related to the
lepiotaceous cultivars typical for all other attine
ants (5). In contrast to the ancient evolutionary
congruence between ants and their cultivars, at
more recent phylogenetic levels within ant-cul-
tivar groups, cultivars may be transferred later-
ally between ant nests (5, 8, 18, 19), and on
multiple occasions free-living leucocoprineous
fungi have been domesticated by lower attine
ants as novel cultivars (5, 8, 18).

The fungus gardens of attine ants are para-
sitized by microfungi in the genus Escovopsis.
Escovopsis infections cause substantial reduc-
tions in garden biomass and indirectly reduce
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